
1

Self-Attention
(Transformer)
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Self-Attention

Compute V, K, Q from the input 
sequence 

Vaswani et al., Attention is all you need, 2017

https://arxiv.org/abs/1706.03762
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Convolution vs Self-Attention

Convolution:

With ssmax:
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Convolution vs Self-Attention
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Convolution vs Self-Attention

Local and fixed
during inference
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Convolution vs Self-Attention

Global and variable 
during inference

Local and fixed
during inference
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Attention in Image Processing
● Image Classification & Detection: 

– CBAM (Convolutional Block Attention Module)
– Dual Attention (Spatial and Channel)
– ViT (Vision Transformer)
– CoAtNet (Convolution with Self-Attention)

https://arxiv.org/pdf/1807.06521.pdf
https://arxiv.org/pdf/1809.02983.pdf
https://arxiv.org/pdf/2010.11929.pdf
https://arxiv.org/pdf/2106.04803.pdf
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Convolutional Block Attention Module

Woo et al., CBAM, 2018

https://arxiv.org/pdf/1807.06521.pdf
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Dual Attention

Fu et al., DANet, 2019

https://arxiv.org/pdf/1809.02983.pdf
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Dual Attention
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The Transformer

Encoder Decoder

● Multi-Headed Self- and 
Cross-Attention

● Masked Multi-Headed 
Self-Attention

● Layer Normalization

● Linear + ReLU

● Positional Encoding

● Residual Connection

● Dropouts
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Vision Transformer (ViT)
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CoAtNet
● Marry convolution and attention



17Bianco et al., IEEE Access, 2018

ImageNet Classification Banchmark

EfficientNet-B0

EfficientNet-B4 EfficientNet-B6

CoAtNet3
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https://bit.ly/zoi-sem01
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